Data Mining

* Recommendation Models
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Examples:

amazon.com.

@ StumbleUpon
. NETELIX
.. del.icio.us

movielens
helping you find the right mavies

lost:fm Google

Search ﬂ Recommendations

Products, web sites,
blogs, news items, ...
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Recommender Systems

Recommend new content

O LIVE UK
nurses hold
biggest strike in
NHS history

o

Australia police killers

obsessed with guns - father
s

©ah Australia

. NHS e
history set to start for patients?

LIVE
More Harry and
Meghan episodes land
on Netflix

erself

2m Meghan like

Musk taking legal action
over private jet tweets

barrels east across US

Recommender Systems

Recommend similar items

71 84 % 88w 83 %
Star Wars: Episode V- Tales of the Jedi
The Empire Strikes

Recommender Systems

Recommend co-occurred items

Siklikla birlikte alinaniar

|

Zinci Hoda Kade G
ViksekBl Ukrai Jea

Wodiz Kadin Polo Yaka

169,991 188,00 599,991 67,191 114997 268991

Recommender Systems

identify items that we may like

Litfen daha fazla bilgi verin

&  Bunusevdim ama izlemeye devam etmek istemiyorum

®  Bunusevmedim

. sadece temiziik yapiyorum




The Long Tail

Items might be books,
| movies, music, videos
| or news articles

Number of Purchases per week

The Long Tail

Items ranked by popularity
http://www.mmds.org

Recommendation Process

Input Output

Recommender

Set of items: System
*Movies
*Books
+CDs i
+Web documents
= The right information is

delivered to the right people at
the right time.

The Recommendation System Space

Users Items

Links derived from
similar attributes,
explicit connections

\

User-User
Links

Links derived from
similar attributes,

(Ratings, purchases bserved preferences  similar content, explicit
e vie o cross references
page views, laundry,

lists, play lists)

Recommender Systems: Methods

Recommender Systems
]

: i l

Content-based methods Collaborative filtering methods Hybrid methods
Modelling user-item interactions Combining content-based
Where user and/or item h‘_] and collaborative filtering
representations are given. approaches.
Memory-based Meodel-based
Calculating similarities between  Modelling user-item interactions
users or items by means of given  where user and item latent vector

interactions and detecting similar  representations have to be learned
users or items to recommend.  from interactions matrix.

How it Works?

Each user has a profile
Users rate items
= Explicitly: score from 1..5
= Implicitly: web usage mining
« Time spent in viewing the item
= Navigation path
. Etc..
System does the rest, How?
= This is what we will show today

Formal Model

= X = set of Customers
= S = set of Items

= Utility function #: Xx$S-> R
= R = set of ratings
= Ris a totally ordered set
= €.g., 0-5 stars, real number in [0,1]

http://www.mmds.org




Utility Matrix

Avatar LOTR Matrix

Alice 1 0.2
Bob 0.5
Carol 02 1

David
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Pirates

0.3

0.4

Key Problems

(1) Gathering “known” ratings for matrix
= How to collect the data in the utility matrix

(2) Extrapolate unknown ratings from the known ones
= Mainly interested in high unknown ratings
= We are not interested in knowing what you don't like but what you like

(3) Evaluating extrapolation methods
= How to measure success/performance of recommendation methods

(1) Gathering Ratings

= Explicit
= Ask people to rate items
= Doesn’t work well in practice — people can't be bothered

= Implicit
= Learn ratings from user actions
= E.g., purchase implies high rating
= What about low ratings?

http://www.mmds.org

(2) Extrapolating Utilities

= Key problem: Utility matrix Uis sparse
= Most people have not rated most items
= Cold start:
= New items have no ratings
« New users have no history

= Three approaches to r d
1) Content-based
2) Collaborative
3) Hybrid Models

Collaborative Filtering

= Method
= Correlation between user’s interests (such as votes and trails)
= Results are captured in a generally sparse matrix (users x items)
= Similarities between items
= Problems
= Sparsity
= Cold-start
= Diversity

* Data Structures

= Each user has a profile Items: |
= Users rate items ;
= Explicitly: a user consciously express his

or her preference for a title Uy 3 15
= score from 1..5 Uy
= Implicitly: interprete user behavior or
selections to impute a vote or preference
using web usage mining u;
= Time spent in viewing the item
= Navigation path
= purchase history u, .
= Etc..

Users: U




Collaborative Filtering: A Framework

Items: |
iy iy i
Uy 315 . 2 The task:
U, Q1: Find Unknown ratings?
2 Q2: Which items should we

recommend to this user?

Un 3 |

Collaborative Filtering

= User-Centric

= The preferences of a large group of people are
registered. These preferences could be items bought by
the user on a e-commerce Web site, or Web pages
visited by the user

= According to a similarity metric a subgroup of people
are selected whose preferences are similar to the
current user's preferences.

= An average of the preferences of that subgroup is
calculated.

= Options on which the current user has no experience
yet are selected to generate a recommendation set.

Users: U Unknown function = Item Centric
f:UxI-R = Build an item-item matrix
= Determine the relationship between pairs of items
Algorithms for CF How to Measure Similarity?

= ;= vote of user /on item j
= [, = items for which user /has voted
= Mean vote for user / is

- 1

rFﬂZru

jel,

= Predicted vote for “active user” ais weighted sum

— n —
1y =1+ Ky wa, iy 1)

= k-nearest neighbour:
= Compute distance between all other users and active

user
M
2
doi = Z(Taj -1y)
=1

= aggregate ratings from K nearest neighbors to predict
active user’s rating

[ S— (i) 1 if i e neighbors(a)
- . w(a,i)=
. similarity between user i and active user a 0 else
normalizer
ro=r* * ww)
a P
H H N ” R PR : H H
Finding “Similar” Users L] SR Item-Item Collaborative Filtering
« Let r, be the vector of user & ratings = So far: User-user collaborative filtering
a
P r, r;as sets: = Another view: Item-item

» Jaccard similarity measure ra={1.4,5 = For item j find other similar items

= Problem: Ignores the value of the rating r={1,3, 4} . - ) . ) o
« Cosine similarity measure = Estimate rating for item 7based on ratings for similar items

. - B = Can use same similarity metrics and prediction functions as in user-user
. wya )= e r, r;as points: model
iiralllirll r,={1,0,0,1,3}

= Problem: Treats missing ratings as “negative” r={1,0,22 0}
= Pearson correlation coefficient

= S, =I,NI= items rated by both users @and 7 z s -7

_ jeN(iza) i @
i in ai z 5 ;... similarity of items i and j
Z(’, 7;)(’, 7;) [ — jeN(i;a) " T r,...rating of user a on item j
sy @ cely N(i;a)... set items rated by a similar to i
w,(a,i) =——=—=
u,
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Item-Item CF (|N|=2)

users

10203 |4 |5 |6 |7 |8 |9 |10]11 |12
1 [ 3 5 5 4
2 5 |4 4 2 |1 |3
.3;3324 1 |2 3 4 (3 |5
g 2 2 |4 5 4 2
5 4|3 |4 |2 2 5
6 |1 3 3 2 4

D - unknown rating D - rating between 1 to 5
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Item-Item CF (|[N|=2)

users

102 (3 |4 |5 |6 |7 |8 |9 [10]11 |12
'R 3 5 5 4
2 5 |4 4 2 |1 |3

.§324 12 3 4 (3 |5
E 2 2 |4 5 4 2
5 4 |3 |4 |2 2 |5
6 |1 3 3 2 4

. - estimate rating of movie 1 by user 5
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Item-Item CF (|N|=2)

users

Item-Item CF (|N|=2)

users

112 |3 |4 |5 |6 |7 |8 |9 |10(11 |12 112 (83 |4 |5 |6 (7 |8 |9 |[10(11 |12
sim(1,m) sim(1,m)
1 1 3 5 5 4 1.00 1 (1 3 5 5 4 1.00
2 5 |4 4 2 (1|3 .0.18 2 5 (4 4 2 |1 (3 .0.18
"] 0
.§§24 1 3 4 |3 |5 0.41 .§§24 1 3 4 [3 |5 0.41
E 4 2 |4 5 4 2 010 E 4 2 |4 5 4 2 010
5 4 3 |4 |2 2 [5 | a1 5 4 3[4 |2 2 |5 | g3
6 |1 3 2 4 0.59 6 |1 3 2 4 0.59
Neighbor selection: Tf;:;;:f;::::::;‘gc,:";f;am":::ns,:;:ga,m Compute similarity weights:
Identify movies similar to m, = (1+3+5+5+4)/5 = 3.6 $,3=0.41, s,,=0.59
i row 1:[-2.6,0,-0.6,0,0, 1.4,0,0, 1.4, 0,04, 0] " 3
http://www.mmds%%'e 1, rated by user 5 2) Compute cosine similarities between rows http://www.mmds.org
Befqre:
. L
Item-Item CF (|N|=2) CF: Common Practice END
users = Define similarity s of items 7and j
112 |3 |4 15 |6 |7 |8 |9 10|11 12 = Select knearest neighbors N(i; a)
T T 3 5 5 2 = Items most similar to / that were rated by a@
= Estimate rating r; as the weighted average:
2 5 |4 4 2 |1 |3
3 Global
L4}
S 3 |12 |4 1 3 4 |3 |5 0.41 Effect
e E s;-(r,,—b,)
E 4 2 |4 5 4 2 jjeN(iza) 9 N4 T4
rai = bui +
5 4 |3 ]4 |2 2 |5 E S
(jeN(i;a) Y
6 |1 3 2 4 0.59
baseline estimate for r,; p = overall mean movie rating

Predict by taking weighted average:

rs4=(0.41*2 + 0.59*3) / (0.41+0.59) = 2.6
http://www.mmds.org

b, = rating deviation of user x
avg. rating of user a) —
rating deviation of movie i

bgi=p+bg+b;

http://www.mmds.org




Modeling Local & Global Effects

= Global: L4
= Mean movie rating: 3.7 stars ‘ H
= The Sixth Sense is 0.5 stars above avg.

= Joe rates 0.2 stars below avg.
= Baseline estimation:
Joe will rate The Sixth Sense 4 stars
= Local neighborhood (CF/NN):
= Joe didn't like related movie Signs
= = Final estimate:
Joe will rate The Sixth Sense 3.8 stars

by = p+ b, + b;=3.7+(-0.2)+0.5=4
= p = overall mean movie rating
= b, = rating deviation of user x
= (avg. rating of usera) —pu
= b; = rating deviation of movie i

http://www.mmds.org

Pros/Cons of Collaborative Filtering

=+ Works for any kind of item Z,:w W5 (1, —b,)
= No feature selection needed T =by+ z B
= - Cold Start: fjeN(isa)

= Need enough users in the system to find a match
= - Sparsity:
= The user/ratings matrix is sparse
= Hard to find users that have rated the same items
= - Firstrater:
= Cannot recommend an item that has not been previously rated
= New items, Esoteric items
= - Popularity bias:
= Cannot recommend items to someone with unique taste
= Tends to recommend popular items
= - Similarity:
= Similarity measures are “arbitrary”: Pairwise similarities neglect
interdependencies among users

http://www.mmds.org

Idea: Interpolation Weights w;;

= Use a weighted sum rather than weighted avg.:
Fi=bat y Wil —by)
JENGx)

= Afew notes:

= N(i;x) ... set of movies rated by user x that are similar to movie 7

= wy; is the interpolation weight (some real number)

« Weallow: Sjeyowy # 1
= w;; models interaction between pairs of movies
(it does not depend on user x)

http://www.mmds.org

Recommendations via Optimization

Idea: Let's set values wsuch that they work well on known
(user, item) ratings

How to find such values n?

Idea: Define an objective function and solve the optimization problem

Find w;; that minimize SSE on training data!

J(w) 22( byi + Z wij (1) — bxi)] - Txi>2

JEN(i;x)

True
Predicted rating rating
= Think of was a vector of numbers

http://www.mmds.org

Detour: Minimizing a function

= A simple way to minimize a function f(x):
= Compute the take a derivative Vf
= Start at some point y and evaluate Vf(y)
= Make a step in the reverse direction of the gradient: y =y — Vf(y)
= Repeat until converged

f fO+Vf)

<=2

http://www.mmds.org

Interpolation Weights

= We have the optimization
problem, now what? Je :Z(
= Gradient decent:
= Iterate until convergence: w « w—nv,J
= where 7] is the gradient (derivative evaluated on data): n
aJ(w
n = [ ) (W)

dw;j
= 22( by +
x,0

for j € {N(i; x),Vi,vx}
else 2t _ ¢
awy

bt il bx,)] - rx,)z

JENTx)

learning rate

keN (i;x)

Wi (e — bxk)] - Txi) (rej — byy)

Z o while [1,,,, - 1, > &1
= Note: We fix movie / go over all r,; for every movie j € N(i; x), we

o w) Wota= Whew
iy Waew = Wota = " Wi




Latent Factor Models (e.g., SVD)

Seriou% Braveheart

Recap: SVD n n

= Remember SVD:
A: Input data matrix

The Color
_ Amadeus .
Purple 4 5% » U: Left singular vecs
g 4 = V:Right singular vecs A ~ .
« : Singular values ~
@ Lethal So in our case:
, . :
Efﬁszfﬁ‘g _ Weapon “SVD" on Netflix data: R ~ Q - PT U
Geared = dcean’s 11 g Geared
towards' - towards A=R Q=U P =V
females males = We already know that SVD gives minimum reconstruction error (Sum of Squared Errors):
) 2
it > (A~ 10V
. =
The Lion King + Note two things : ’
) - SSE and RMSE are monotonically related:
Tl_x_e Princess Independence % « RMSE=1JSSE svDis izing RMSE
Diaries Day « Complication: The sum in SVD error term is over all entries (no-rating in interpreted as zero-rating).
Dumb and But our R has missing entries!
Funny Dumber
http://www.mmds.org http://www.mmds.org
Latent Factor Models Ratings as Products of Factors
e X o~ SVD: A=UxVT
= "SVD"on Netflix data: R % @ * PT = How to estimate the missing rating of
users factor: user x for item 2 R
ERE B 5[ [ T2 — L.
I I 0 AT s|e |5 users users Txi qi * Px
e L P TR T
g N el s e le [0 [wales [ [12 ][5 » 5 0 T _ .
e EECRABBEE I A EN | AN i Bl R EN ER EN ERER SR A PR =~ = qdif - Pxf
|ENENEREE e EREAE PT EAREERE 7 2
2 a[a]4]2 2[5 =rowi
R B 5 - g;=rowiof Q .
= For now let's assume we can approximate the rating matrix R as a P, = column x of P
product of “thin” @ - P* S Bl users
= R has missing entries but let’s ignore that for now! wl? 5 ° ot [2 [3 [5 [2 |5 [& |4 [3 |14 |24 |8
= Basically, we will want the reconstruction error to be small on g ‘i :‘ z s’ L A I Do I T I Il B T B
known ratings and we don't care about the values on the N TR b S T N A S s S A N
missing ones —15 PT
factors
http://www.mmds.org 39 http://www.mmds.org Q 40
Ratings as Products of Factors Ratings as Products of Factors
How to estimate the missing rating of = How to estimate the missing rating of
user x for item 72 user x for item 72
PN ~
Txi = qi Px users Txi = qi Px
7 ORE 5 OB
s 3 2[1]3
@ = P @ = P
£ 1] =~ § qlf pr £ IREREEER ™ § qlf pr
= 2 = 2|4 5 4 2 f
2| g;=rowiof Q et 44 g;=rowiof Q
4 Py = column x of PT R E d ¢ Py = column x of P
users users
®  EEERERE S e e @ e 2 e ®» a2z s [ S s [ |5 | [z s
[ R R EEEEEE S e |28 |7 12 [ | o I S R ERERERE TR EVI PTI P EPR R T
=g e Har [+ |6 |7 s |= |4 |8 |7 [5 |1 ol N oz [ e [17 9 a e |8 [7 [6 |2
R ERETE)
e PT RERE PT

Q

fact
http://www.mmdas(.:o%S
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f facts
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Latent Factor Models

1 3 5 5 4 A
5] 4] 4 2| 1| 3] 516 s users
EEEBEEREREEE 2] s |2 leTs T2 [sTe T« s TwTee T J&8
L R R CRRDREEE A R | S A X KN EX K KN EON B KEN BN RN
= B s vzl 1 = s 17 s e
IEEE 2l [ 2 BT
EBERE 2 e T T la
= SVD isn't defined when entries are missing!
= Use specialized methods to find P, Q
i 2
- T‘Q“Z(;.x)sk(rxx —dipx)
Note: F=q; -
" rxz_qz pX

« We don't require cols of P, @to be orthogonal/unit length
= P, @map users/movies to a latent space
= The most popular model among Netflix contestants

http://www.mmds.org

Latent Factor Models

= Ourgoalis to find P and Q such tat:

. 2
ne Z (rei—4iPx)

(DR

users factors

1 3| 5 5 4 S I

504 4 2[1]3 S8 ]s users
FEEEEENENEED s (s |fufefeJeTe Tofe TeTo Thaaa o Jo7
E R RE R DR EER ] KEN N | S A R RN I N I EXN B KPR B EEN o
5 [Z = s [ lees [=[= [5[7 [=[" J&
2 DEEE E|e[7 22 BT
|[ENERE 2 DREIERERE
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Back to Our Problem

= Want to minimize SSE for unseen test data

= Idea: Minimize SSE on training data
= Want large k (# of factors) to capture all the signals
= But, SSE on test data begins to rise for k> 2

= This is a classical example of overfitting:
= With too much freedom (too many free parameters) the model starts fitting noise
« That is it fits too well the training data and thus not generalizing well to unseen test data

http://www.mmds.org

Dealing with Missing Entries

= To solve overfitting we introduce regularization:
= Allow rich model where there are sufficient data
= Shrink aggressively where data are scarce

2

min X420+ A2 [p] + 4 X e,

P.Q  training

oo ¥
‘error’ “length”
Ay, A, ... user set regularization parameters

Note: We do not care about the “raw” value of the objective function,
but we care in P,Q that achieve the minimum of the objective

http://www.mmds.org

Stochastic Gradient Descent

= Want to find matrices Pand @:

. 2 2
min 2 0u=ap)’ | A2 p ] + 42
PO training x i
= Gradient decent:
« Initialize Pand @ (using SVD, pretend missing ratings are 0)
= Do gradient descent:
« P P-7'VP
h How to compute gradient
r Qe Q-77Q of a matrix?
- where VQis gradient/derivative of matrix @: Compute gradient of every
VQ = [Vai] and Vair = Ty —=2(ri — @iPx )y + 22205;  element independently!
Here gy, is entry £of row g, of matrix @

2

q;

http://www.mmds.org

Stochastic Gradient Descent

= Gradient Descent (GD) vs. Stochastic GD
= Observation: 7Q = [Vq;;] where
Vair = Z =2(rxi = Qi Pap)Pxs + 2201 = Z Ve (rx)
xi

X
= Here g, is entry fof row g, of matrix @

* Q=0Q-nVQ=0-n[5,VQ ()
= Idea: Instead of evaluating gradient over all ratings evaluate it for each
individual rating and make a step
= GD: Q-Q—nlZ, VO]
* SGD: Q-Q — uVQ(rx)
= Faster convergence!
= Need more steps but each step is computed much faster




SGD vs. GD

Convergence of GD vs. SGD

2

K
2
B}
o
o EC T R T R TR

\

GD improves the value
of the objective function
at every step.

SGD improves the value
butin a “noisy” way.

GD takes fewer steps to
converge but each step
takes much longer to
compute.

In practice, SGD is
much faster!

Value of the objective function

Iteration/step

Stochastic Gradient Descent

= Stochastic gradient decent:

« Initialize Pand @ (using SVD, pretend missing ratings are 0)

= Then iterate over the ratings (multiple times if necessary) and update
factors:

For each r,;
(derivative of the “error”)
o g e it (i Pe— A2 Q1) (update equation)
© Prepetm(eaq—Ap)  (update equation)
= 2 forloops:
= For until convergence:
» Foreachry
Compute gradient, do a “step”

= & = 20— qi"Px)

7... learning rate

Putting It All Together

Tyi = + by + by + q;- py
Overall Bias for Bias for User-Movie
mean rating user x movie i interaction

= Example:
Mean rating: u=3.7
You are a critical reviewer: your ratings are 1 star lower than the
mean: b, = -1
Star Wars gets a mean rating of 0.5 higher than average movie: b;
=+05
Predicted rating for you on Star Wars:
=37-1+ 05 =32

Fitting the New Model

= Solve:

min 20 —(u+b, +b,+4,p)f

Q.P  (x,)eR goodness of fit

[ aZhaF AT 5T -4

x
regularization
A is selected via grid-
search on a validation set

2

b,

= Stochastic gradient decent to find parameters

= Note: Both biases b,, b;as well as interactions g; p, are treated as
parameters (we estimate them)

MAP

Evaluation Metrics for Recommendation Systems

Number of Relevant Items in Top K A movie recommender system: Recommend

Recall@K = Total Number of Relevant [tems 10 movies for every user. A user has seen 5
movies, the recommendation list has 3 of
them.

Number of Relevant Items in Top K 3
Pr K= X Recall@K = = 0.6

3
Precision@K = — =03

2xPrecision@K xRecall@K 10
Precision@K +Recall@k

F1@K =

Mean Average Precision ‘A movie recommender system: Recommend A'movies, number of relevant items @

|Users| Recommendation List: {Star Wars-Return of Jedi, Back To the Future, The Matrix}
Ground Truth: {Terminator 2, Back To the Future, The Matrix}
= TUsers] ARy Precision@K = [0,1/2,2/3]
u=1 AP = (1/3)[(1/2) + (2/3)] = 0.38

K
;P@q

53

Evaluation Metrics for Recommendation Systems

= Mean Reciprocal Rank: the position of the first relevant item in the recommendation list

1 N 1 A movie recommender system: Recommend A movies, number of relevant items &
MRR = _Z Recommendation List: {Star Wars-Return of Jedi, Back To the Future, The Matrix}
N & rank; Ground Truth: {Back To the Future, The Matrix}

MRR = 1/2 x [(1/2) + (1/3)] = 0.41

= Normalized Cumulative Discounted Gain (NDCG): a measure of how good a ranked list is
_ DcG@k rel(i): relevancy score of item i
= NDCG@k = IDCG@k IDCG@k: DCG@k of the “ideal” recommendation algorithm
K rel(i) Ground Truth: {Terminator 2, Back To the Future, The Matrix}
* DCG@k =Xio1ig3y;  rel(Terminator 2) = 1 rel(Back To the Future) = 1 rel(The Matrix) = 1
List of Recommendations: {Star Wars-Return of Jedi, Back To the Future, The Matrix}
1 1

DCG@3 =

g+ D) g2+ D) og G+ D
1 1

IPCCO3 =1 G D) g+ D T omGF D
a3

e
NDCG@3 = DCc@s




i References

= Lecture slides of Mining Massive Datasets
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