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CLASSIFICATION

1) Logistic Regression
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K-NEAREST NEIGHBOR (KNN)



  

Machine Learning, Fall 
2019

K-NEAREST NEIGHBOR 
(KNN)



  

Machine Learning, Fall 
2019

K-NEAREST NEIGHBOR 
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K-NEAREST NEIGHBOR 
(KNN)
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Support Vector Machine 
(SVM)
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Support Vector Machine 
(SVM)

Support vectors are the examples of extremely ordinary part of 
their classes. In the other words, support vectors are look like an 
apple orange and an apple look like an orange
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KERNEL SVM
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KERNEL SVM

Mapping to Higher Dimension
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KERNEL SVM
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KERNEL SVM
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KERNEL SVM

But there's a problem  with this algorithm and the problem is that mapping to a 
higher dimensional space can be highly compute intensive so it might require a lot 
of computation and a lot of processing power

In that reason and we're going to explore something else we're going explore a 
different approach which is called In mathematics the kernel trick.
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Gaussian RBF Kernel

Kernel Trick
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Trick
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Trick
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Trick
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Kernel 
Trick
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Kernel Types
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Types
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Naive Bayes Classification
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Naive Bayes 
Classification

Bayes 
Theorem
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Naive Bayes 
Classification
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Naive Bayes Classification
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Naive Bayes 
Classification
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Naive Bayes 
Classification
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Naive Bayes 
Classification

Prior Probability
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Naive Bayes 
Classification

Imaginary circle with radius you decide but,this 
radius effect the scores, of course naive bayes 
accept an optimize radius and make calculations. 

Marginal 
Likelihood
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Naive Bayes 
Classification

Likelihood
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Naive Bayes 
Classification



  

Machine Learning, Fall 
2019

Naive Bayes 
Classification
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Naive Bayes 
Classification
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Decision Tree 
Classification
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Decision Tree 
Classification
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The point is that decision trees are though a very simple tool.

They aren't very powerful on their own but they're used in other methods that 
leverage their simplicity and create some very powerful machine learning 
algorithms and such algorithms even are used to perform facial recognition 
like on your iPhone.

It is quite a simple method but at the same time it lies in the foundation of 
some of the more modern and more powerful methods in machine learning.

Decision Tree 
Classification
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Random Forest 
Classification
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Random Forest 
Classification
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Random Forest 
Classification

No Joystick
No Steering 
wheel
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Random Forest 
Classification
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Classification Models Performance 
Evaluation
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Classification Models Performance 
EvaluationConfusion Matrix
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Classification Models Performance 
Evaluation
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Classification Models Performance 
Evaluation

You should not base your judgment just on accuracy right, because things like this can happen 
and even though obviously you're not using a model any more which means that you're not 
applying any kind of logic into your decision making process; your accuracy rate is going up, so 
it's misleading you into a wrong conclusion that you should stop using models. 

This effect is called the accuracy paradox.
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Classification Models Performance 
Evaluation

CAP Curve(Cumulative Accuracy 
Profile)
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Classification Models Performance 
Evaluation

0 < AR < 1
AR ~ 0 Very Bad Model
AR ~ 1 Very Good Model
AR = 1 Overfitting
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Classification Models Performance 
Evaluation
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Classification Models Performance 
Evaluation

How do I know which model to choose for my 
problem ?

You first need to figure out whether your problem is linear or non linear.

If your problem is linear, you should go for Logistic Regression or SVM.7

If your problem is non linear, you should go for K-NN, Naive Bayes, Decision Tree or Random Forest.

Logistic Regression or Naive Bayes when you want to rank your predictions by their probability. For example if you want to rank 
your customers from the highest probability that they buy a certain product, to the lowest probability. Eventually that allows you to 
target your marketing campaigns. And of course for this type of business problem, you should use Logistic Regression if your 
problem is linear, and Naive Bayes if your problem is non linear.

SVM when you want to predict to which segment your customers belong to. Segments can be any kind of segments, for example 
some market segments you identified earlier with clustering.

Decision Tree when you want to have clear interpretation of your model results.

Random Forest when you are just looking for high performance with less need for interpretation. 
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                         See You Next Week :)

Next Week Topic : 

Clustering

Python Codes (Regression / 
Classification)  
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