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Evolution of G’s
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Evolution of G’s
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The Multiple Access Problem

• The base stations need to serve many mobile 
terminals at the same time (both downlink and 
uplink)

• All mobiles in the cell need to transmit to the base 
station

• Interference among different senders and receivers

• So we need multiple access scheme



Multiple Access Schemes

• Frequency Division Multiple Access (FDMA)
• Time Division Multiple Access (TDMA)
• Code Division Multiple Access (CDMA)

3 orthogonal Schemes:



Frequency Division Multiple 
Access

• Each mobile is assigned a separate frequency channel for the 
duration of the call

• Sufficient guard band is required to prevent adjacent channel 
interference

• Usually, mobile terminals will have one downlink frequency band 
and one uplink frequency band

• Different cellular network protocols use different frequencies

• Frequency is a precious and scare resource. We are running out of it
• Cognitive radio

frequency



Time Division Multiple Access

• Time is divided into slots and only one mobile terminal transmits 
during each slot
• Like during the lecture, only one can talk, but others may take the floor in 

turn

• Each user is given a specific slot. No competition in cellular network
• Unlike Carrier Sensing Multiple Access (CSMA) in WiFi

Guard time – signal transmitted by mobile 
terminals at different locations do no arrive 
at the base station at the same time



Code Division Multiple Access

• Use of orthogonal codes to separate different transmissions

• Each symbol of bit is transmitted as a larger number of bits 
using the user specific code – Spreading
• Bandwidth occupied by the signal is much larger than the 

information transmission rate

• But all users use the same frequency band together

Orthogonal among users



Orthogonal Frequency Division 
Multiplexing (OFDM)
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Global System for Mobile Communications
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Universal Mobile Telecommunications System
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Long Term Evolution
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Long Term Evolution
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5G

17



4G vs. 5G
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4G vs. 5G Network
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Slicing in 5G Network: SDN & NFV
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5G
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Fundamentals of 
Networking
22



OSI Model by ISO

• Open Systems
Interconnection Reference 
Model, ISO 7498 / X.200

• Conceptual model that 
partitions a communication 
system into 7 layers

• A layer serves the layer 
above it and is served by 
the later below it

23

L7

L6

L5

L4

L3

L2

L1



The Internet Protocol
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OSI Model vs. TCP/IP Model
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A Typical Home Network
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Routers, Switches, Hubs

Router
Operates on Layer 3

Hub
Operates on Layer 1

Switch
Operates on Layer 2
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Hubs, Switches, Routers

• Hubs
• Repeat physical signals
• Operate on Layer 1 (Physical Layer)

• Switches 
• Create networks
• Operate on Layer 2 (Datalink Layer)
• Switching done based on MAC addresses  

(80-19-34-0D-38-B5)

• Routers 
• Connect networks
• Operate on Layer 3 (Network Layer)
• Routing done based on IP addresses

(95.0.156.2, 2001:db8:85a3:0:0:8a2e:370:7334)
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Hubs (L1)
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MAC Addr. Port
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MAC Addr. Port
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Switches (L2)
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Routers (L3)
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Routers (L3)
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Routers

• Populating routing info
• Learning network routes or static configuration

• Path Determination
• Finding the best route – best match in routing table

• Forwarding
• Switch packets between interfaces

• Encapsulation
• Changing L2 headers
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Routers – Populating Routing Info

• Static configuration

• Learning routes
• Interior Gateway Protocol (IGP)

• Open Shortest Path First (OSPF), 

• Routing Information Protocol (RIP) 

• Intermediate System to Intermediate System (IS-IS)

• Exterior Gateway Protocol (EGP)
• EGP version 3 (EGP3)

• Border Gateway Protocol (BGP)
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Software-Defined
Networking (SDN)



SDN – Evolving Definition

OpenFlow

Controller

Data Plane

Control Plane

Network Virtualization

Function Virtualization
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What is SDN?

ONF:

The physical separation of the network control 
plane from the forwarding plane, and where a 
control plane controls several devices.
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Traditional Network
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Router
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SDN Solution 1/3

Data Plane

Control Plane

Control Plane

API

Data Plane

1. Decouple control plane 
from data plane
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SDN Solution 2/3

Data Plane

Control Plane

Data Plane

2. Generalize data plane

Legacy hardware

General hardware
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SDN Solution 3/3

Control Plane

3. Consolidate
control plane
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Control Plane and Data Plane

Processing 
Plane

What is does Where it 
runs

How fast
these 
processes 
run

Type of processes performed

Control 
Plane

Decides how 
to handle the 
traffic

Switch 
CPU

Thousand
of packets 
per second

Routing protocols (OSPF, IS-IS, 
BGP), Spanning Tree, SYSLOG, 
AAA, CLI, SNMP

Data Plane Forwards 
traffic 
according to 
control plane 
decisions

Dedicated 
Hardware 
ASIC’s

Millions 
/Billions of 
packets per 
second

Layer 2 switching, Layer 3 
(IPv4 | Ipv6) switching, MPLS 
forwarding, VRF forwarding,
QoS marking, Classification, 
Policing, Security ACLs
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Vertically integrated

Closed, proprietary

Slow innovation

Small industry

Specialized

Operating

System
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Hardware
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Applications

Horizontal
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Microprocessor
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OS

Windows
(OS) or or

Open Interface
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Vertically integrated

Closed, proprietary

Slow innovation

AppAppAppAppAppAppAppAppAppAppApp

Horizontal

Open interfaces

Rapid innovation

Control
Plane

Control
Plane

Control
Plane or or

Open Interface

Specialized

Control

Plane

Specialized

Hardware

Specialized

Features

Merchant

Switching Chips

Open Interface

Routers/Switches
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The SDN Architecture is...

• Directly programmable
• Network control is decoupled from forwarding

• Agile
• Network-wide traffic, dynamically adjusted to meet changing needs

• Centrally managed
• Global view of the network

• Programmatically configured
• Automation via SDN apps that do not depend on proprietary 

software

• Open standards-based and vendor-neutral
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SDN Revolution by ONF

Movement to 
decouple control 
and forwarding 
planes to enable 
innovation

First standard 
interface for 
separating the 
network control 
and data planes

Open Source 
SDN Controller 
for Operators

“Edge Cloud” 
solution
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OpenFlow

OpenFlow is an open communications protocol that gives 
access to the data plane of a networking switch or router over 
the network. 

Latest version: OpenFlow Switch Spec. v1.5.1, Mar 26, 2015
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OpenFlow Switch Spec. v1.5.1
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OpenFlow Switch Spec. v1.5.1

• One or more flow tables

• A group table

• One or more OpenFlow channels
• Main connections over TCP or TLS

• Auxiliary connections over TLS, DTLS, TCP or UDP

• Match fields, instructions, actions, …
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OpenFlow: How does it work? 1/6

Incoming packets 
arrive at switch

OpenFlow Controller

Sw
it

ch Flow 
Table

CPU

Forwarding EngineData Data Data
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OpenFlow: How does it work? 2/6

Sw
it

ch Flow 
Table

CPU

Forwarding EngineData Data Data
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Lookup Key

Header fields used to 
build lookup key

Lookup key is searched 
in the flow table

OpenFlow Controller



OpenFlow: How does it work? 3/6
Sw

it
ch Flow 

Table
CPU

Forwarding Engine Data Data Data

If found in the flow table, corresponding action 
is performed by switch:
- Forward packets out of port x
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OpenFlow: How does it work? 4/6

Sw
it

ch Flow 
Table

CPU

Forwarding EngineData Data Data
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OpenFlow Controller

What shall I 
do now?

If not found in the flow 
table, switch asks its 
controller what to do 
with the packet.



OpenFlow: How does it work? 5/6

Sw
it

ch Flow 
Table

CPU

Forwarding EngineData Data Data
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OpenFlow Controller

Forward packets 
out of port-n and 
update Flow Table

Controller answers with 
the proper action



OpenFlow: How does it work? 6/6
Sw

it
ch Flow 

Table
CPU

Forwarding Engine
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Data Data Data

OpenFlow Controller



OpenFlow Packet Proc. Pipeline*

60

* OpenFlow Switch Spec. v1.5.1



Flow Table Entry

• Match Fields: Consist of ingress port and packet headers

• Priority: Matching precedence of the flow entry

• Counters: Updated when packets are matched

• Instructions: To modify the action set or pipeline processing

• Timeouts: Maximum amount of time or idle time before 
flow rule expires
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Match Fields Priority Counters Instructions Timeouts Cookie Flags



Required Match Fields for Ethernet

Ingress port

Egress port from action set

Ethernet dst/src address

Ethernet type

IPv4 or IPv6 protocol number

IPv4 src/dst address

IPv6 src/dst address

TCP src/dst port

UDP src/dst port
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Instructions

Apply-Actions action(s) Optional

Clear-Actions Required

Write-Actions action(s) Required

Write-Metadata metadata/mask Optional

Stat-Trigger stat-thresholds Optional

Goto-Table next-table-id Required

63



Actions

Output port-no Required

Group group-id Required

Drop Required

Set-Queue queue-id Optional

Meter meter-id Optional

Push-Tag/Pop-Tag ethertype Optional

Set-Field field type value Optional

Copy-Field src-field-type dst-field-type Optional

Change-TTL ttl Optional
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Flow Table Matching and Execution*
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* OpenFlow Switch Spec. v1.5.1



Flow Table Examples
Switching

*

Switch
Port

MAC
src

MAC
dst

Eth
type

VLAN
ID

IP
Src

IP
Dst

IP
Prot

TCP
sport

TCP
dport

Action

* 00:1f:.. * * * * * * * port6

Flow Switching

port3

Switch
Port

MAC
src

MAC
dst

Eth
type

VLAN
ID

IP
Src

IP
Dst

IP
Prot

TCP
sport

TCP
dport

Action

00:20.. 00:1f.. 0800 vlan1 1.2.3.4 5.6.7.8 4 17264 80 port6

Firewall

*

Switch
Port

MAC
src

MAC
dst

Eth
type

VLAN
ID

IP
Src

IP
Dst

IP
Prot

TCP
sport

TCP
dport

Action

* * * * * * * * 22 drop
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Flow Table Examples
Routing

*

Switch
Port

MAC
src

MAC
dst

Eth
type

VLAN
ID

IP
Src

IP
Dst

IP
Prot

TCP
sport

TCP
dport

Action

* * * * * 5.6.7.8 * * * port6

VLAN Switching

*

Switch
Port

MAC
src

MAC
dst

Eth
type

VLAN
ID

IP
Src

IP
Dst

IP
Prot

TCP
sport

TCP
dport

Action

* * vlan1 * * * * *
port6, 
port7,
port9

00:1f..
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Open Source Projects
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Mininet
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Network Function 
Virtualization
70



NFV

• Driven by ETSI NFV group, formed by service 

providers, to solve the following problems: 

• Networks populated with increasing variety of 

proprietary hardware

• Launching a service means adding another propriety 

hardware, which costs time/money and increases 

complexity
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NFV

• Aims to implement network functions in 

software

• that can run in standard servers

• that can be moved within the network as 

required

• without needing proprietary hardware
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